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Abstract

In this paper, we study the problem of gen-
erating structured objects that conform to a
complex schema, with intricate dependencies
between the different components (facets) of
the object. The facets of the object (attributes,
fields, columns, properties) can be a mix of
short, structured, type-constrained facts, or
long natural-language descriptions. The object
has to be self-consistent between the different
facets in the redundant information it carries
(relative consistency), while being grounded
with respect to world knowledge (absolute con-
sistency). We frame the problem as a Lan-
guage Modeling problem (Structured Object
Language Modeling) and train an LLM to per-
form the task natively, without requiring in-
structions or prompt-engineering. We propose
a self-supervised denoising method to train the
model from an existing dataset of such objects.
The input query can be the existing object itself,
in which case the model acts as a regenerator,
completing, correcting, normalizing the input,
or any unstructured blurb to be structured. We
show that the self-supervised denoising train-
ing provides a strong baseline, and that addi-
tional supervised fine-tuning with small amount
of human demonstrations leads to further im-
provement. Experimental results show that
the proposed method matches or outperforms
prompt-engineered general-purpose state-of-
the-art LLMs (Claude 3, Mixtral-8x7B), while
being order-of-magnitude more cost-efficient.

1 Introduction

Following natural-language text generation and
code generation by the state-of-the-art Large Lan-
guage Models (LLMs) (Jiang et al., 2024; Reid
et al., 2024; Floridi and Chiriatti, 2020; ANTHROP,
2024; Jiang et al., 2023), structured objects gen-
eration, also known as JSON (JavaScript Object
Notation) generation or key-value pairs object gen-
eration, is a challenging problem for existing LLMs
(Kitouni et al., 2024). It is one of the most desired

behaviour of LLMs when used in production set-
tings beyond traditional chatbot applications. It
allows LLMs to be used as autonomous agents
that integrate seamlessly with APIs, since JSON
is the de-facto communication standard between
APIs, and the universal string serialization format
of structured objects. It also allows to use LLM out-
puts directly without any post-processing required,
for example writing the output directly to a data
store or passing it as input to subsequent functions.
Finally, it allows to optimize LLM inference cost
and number of calls and ensures self-consistency
of the output by generating the entire object in a
single LLM call, instead of generating each field
of the object independently by an LLM query.

General-purpose instruction-following and
human-intent-aligned LLMs (chatbots) can be
steered towards generating JSON objects outputs
by specifying the requirement in their instruction
prompts. Multiple prompting techniques have
been tried to ensure that the output is a valid
JSON that conforms to a schema, with variable
success (Beurer-Kellner et al., 2024; Wang,
2024; Sengottuvelu, 2023). State-of-the-art LLM
services such as OpenAI’s GPT-4, Anthropic’s
Claude 3, and Mistral AI’s models, to name a few,
have also recently introduced a “JSON-mode” that
allows the user to steer the model’s output towards
generating JSON, but without strict guarantee and
still requiring the model to be explicitly instructed
to output the JSON (OpenAI, 2024). Various
wrapper libraries like JSONFormer (Sengottuvelu,
2023) allow to decompose the JSON genera-
tion problem into multiple independent value
generation queries for each key, then using the
generated values to fill the schema of the object
in a post-processing re-composition step. The
drawbacks of the approaches mentioned above
are 1) long prompts/instructions and extensive
prompt-engineering process, 2) unstable LLM’s
behaviour in response to prompt changes, 3)
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prerequisites for prompt preparation such as
structured objects schema or “keys” in JSON, and
4) computationally expensive LLMs.

To address these issues, we propose a self-
supervised learning model to learn a native JSON
Language Model, or Structured object Language
Model (SoLM), that natively generates objects
that conform to a given structure (schema, class,
database model, relational model, API specifica-
tion, etc). The proposed SoLM acts as an object
generator, but also as an object self-regeneration
machine. No instructions or prompt-engineering
is required for the model, which intelligently and
autonomously understands what is the best pos-
sible schema and output given the input payload.
Our model can also inherently perform multiple
enhancement tasks while (re)generating the object.
Tasks include 1) creation of the structured object
from unstructured noisy input, 2) auto-completion
of incomplete structured input, 3) error detection
and auto-correction of noisy structured input, 4)
auto-normalization of noisy structured input to de-
sired normalization schemes, 5) auto-dependency
resolution and auto-enforcement of inter-dependent
parts/facets of the object.

In this work, we focus specifically on complex
multi-facet objects with intricate dependencies be-
tween the different components (facets) of the ob-
ject. The facets of the object (also known as at-
tributes, fields, columns, properties) can be a mix
of short, structured facts, or long, complex, natural-
language descriptions. This type of structure natu-
rally occurs in complex production use-case. Ex-
amples include product listings in online stores,
house listings, job listings, entity records, etc. The
object has to be self-consistent between the dif-
ferent facets and redundant information it carries
(relative consistency), while being grounded and
consistent with respect to a world knowledge about
the entity (absolute consistency). We use an online
store product catalog as an example application.
For these types of e-commerce listings, some parts
of the structure (e.g. title, product description, fea-
ture bullets, etc) are free-form natural language
type of content, while other parts (structured meta-
data) are short form data-type and enumeration-
constrained type of content. The proposed Struc-
tured Object Language Model handles the interleav-
ing of these different types of content and ensures
self-consistency between the natural-language por-
tions and the structured content portions.

In this paper, starting from a general purpose 7B

Figure 1: The noising functions applied to structured
objects of products in e-commerce.

parameter pre-trained Language Model, we first
train our Structured Object Language Model us-
ing novel targeted denoising functions in a self-
supervised manner (SoLM Self Supervised). The
current model is then further fine tuned based on
few human generated high quality human demon-
strations to align the LLM to human preferences
(SoLM SFT: Supervised Fine Tuning). We com-
pare this approach against prompt-engineering
of SOTA LLMs, namely Claude 3.0 Sonnet and
Mixtral-8x7B-Instruct, using two different prompt-
engineering paradigms (whole object generation
versus individual attributes generation). Results
show that the proposed SoLM model is able
to match the performance of prompt-engineered
Claude 3.0 Sonnet while being order of magnitude
more cost-effective.

2 Self-Supervised Training

In the following, we use the pre-trained MPT-7B
as the backbone transformer architecture. MPT-7B
is a decoder-only transformer pre-trained on En-
glish text and code including 1 trillion tokens (Mo-
saicML, 2023). However, the proposed approach
can be applied to any generative model (encoder-
decoder or decoder-only). MPT-7B supports ALiBi
position encoding for long text processing and gen-
eration regardless of the training text length and
Flash Attention (Dao et al., 2022) for less GPU
memory usage and a faster attention algorithm.

The self-supervised learning approach does not
require human labeled data and uses denoising
techniques on a corpus of existing noisy data and
tasks (Tay et al., 2022; Raffel et al., 2020). The
proposed noising functions are designed to min-
imize hallucination while preserving most of the



Figure 2: A structured object representing a product
listing that includes multiple correlated components.

pre-trained model’s world knowledge.
We define two modes of operations: one where

the output has to strictly be grounded in data ex-
plicitly mentioned in the input payload/context, and
one where the model is encouraged to rely on its
inductive biases to guess the most plausible val-
ues even if not explicitly mentioned in the input
payload. Those two modes of operation allow to
cover a range of applications of structured objects
generation or regeneration. Sec 6 shows use-cases
for the two modes.

2.1 Noising Functions

The two main components of the self-supervised
learning stage are 1) a dataset of existing objects
of interest (possibly noisy) and 2) a set of noising
functions to apply on these noisy objects and gen-
erate very noisy inputs. The self-supervised model
learns to remove the noise from the very noisy
objects to recover their less noisy version. The as-
sumption we make is that most of the objects in
the dataset naturally carry some minimum amount
of quality. We use these objects as target samples,
and use the set of engineered noising functions to
corrupt these target objects to form artificial input
samples. The concatenation of the corrupted input
and original target form one learning sample.

Each component (facet) of an object is corrupted
based on a subset of noising functions only target-
ing that component while using other components
for noise customization. For instance, a structured
object in an e-commerce catalog dataset would in-
clude four components: 1) title, 2) free-form bullet
points describing the product features, 3) long de-
scription, and 4) tabular attributes such as color,
material, brand, and size (up to a few hundred at-
tributes per product, with schema depending on the
product category). Each component becomes noisy

by semi-randomly removing, changing, or adding
information to the component’s details. The “semi-
randomly” here refers to random, controlled noises
such that the noisy part of the component should
be able to be recovered to the correct/complete for-
mat based on information understood from other
components. For example, if the noising function
removes or changes the color of a product in the
tabular attributes, the correct color value should
be mentioned (explicitly or implicitly based on the
product category) in the other three components.
This controlled noising function makes sure that the
model does not hallucinate at inference and only
generates or changes the texts if there are valid
references in the whole structured object. This
control can be tuned or turned off depending on
the mode of operation (creative generation versus
strictly grounded generation).

2.2 Training Data Preparation
For each structured object, a random combination
of the noising functions explained above is calcu-
lated on-the-fly and applied during training. The
noising function for each component is randomly
selected from a noising functions pool for that com-
ponent. The noise intensity for each function (for
instance, average number of words removed from
the title) is itself randomly chosen from 0 to 100%.
At the end, a combination of noising functions on
all the components are applied to the structured
object to prepare a noisy structured object.

While adequate for the use-case of regenera-
tion of existing structured object for the purpose
of cleaning (completing, correcting, normalizing,
etc), the combination of the targeted noising func-
tions mentioned above is not sufficient for the use-
case of structured object generation from scratch
given free-style input contexts or completely un-
structured blurb inputs. To make the model more
general and able to convert any informative text to
the structured object of interest, with ρ probabil-
ity (e.g. ρ = 30%), we apply additional extreme
noising to convert the corrupted JSON to so called
“soup-of-words” (including complete structure de-
struction of the input and random shuffling of the
tokens). Fig. 1 shows the noising functions and the
final noise combination specified for e-commerce
training data preparation. As shown in this figure,
the model can get any input (plain text, structured
object/JSON, image caption, tabular data, etc.) and
generate a structured object/JSON with consistent,
correct, and complete components in single pass.



2.3 Denoising Training
The fine-tuning in the decoder-only model is con-
ducted by feeding the prepared input followed by
the target structured object to the LLM for CLM
(causal language modeling) training. The training
sample template is

<BOS><input text><\n><target JSON><EOS>

At inference, the model requires the noisy (orig-
inal) structured object or text followed by “\n” to
generate the corresponding structured object.

3 Supervised Fine Tuning

Through the use of denoising functions, the self-
supervised denoising trains the LLM to generate
structured objects that conform to the target schema.
Although it is effective in adapting a pretrained
LLM to the desired domain, as shown in Section 6,
the resulting model performance is limited as it is
not explicitly trained to generate human preferred
objects, especially on the subjective parts of the
object (e.g. long description and free-form bullets).

Supervised Fine Tuning (SFT) is commonly
used in the literature to align an LLM to desir-
able user responses (Ouyang et al., 2022). Given a
structured object, there exist a notion of human de-
sirable or preferred responses. The desired output
is one that contains all relevant and factual informa-
tion representing the data. The key to SFT lies in a
demonstration dataset generated by human experts.

4 Data Corpus

We validate our approach in the domain of e-
commerce structured product catalog data.

4.1 Self-Supervised Denoising Dataset
We used a sample dataset from an established e-
commerce online store containing 30 million prod-
uct listings across thousands of product categories,
filtered with simple heuristics to ensure a minimum
data quality bar. The components representing a
product are correlated and have different data types
like image, free-form text, structured attributes, and
class names. These product listings are used as the
target text generated by our model and the input
is created by the proposed targeted noising func-
tions explained in the previous section. The self-
supervision stage maximizes for training data quan-
tity over quality to ensure that the model is able to
adapt to different products in the universe. Fig 2
shows an example of the structured object (JSON)
representing a product in our dataset.

4.2 SFT Dataset

A naive approach to SFT would be to collect a
small amount set of supervised training data for
all product categories. However given the num-
ber of categories present in the data-set, this naive
approach is both expensive and impractical to im-
plement at scale. Instead, we propose a training
pipeline similar to a funnel, where as it progress
down the funnel the quality of the training data
improves but with lower quantity:

• SFT Stage 1 - Existing High Quality Struc-
tured Objects: We used an ad-hoc model
trained to predict product quality to select ex-
isting structured objects from the noisy cor-
pus which are of high quality for SFT training.
This product quality model is trained based on
existing business definition of product listing
quality. The model is able to identify a sam-
ple subset of around 200K existing products
which are deemed to be high quality accord-
ing to this definition, filtered down from the
original 30M self-supervision dataset.

• SFT Stage 2 - Human Labels: Due to the
aggressive nature of SFT Stage 1, many prod-
uct categories remain under represented in the
SFT training data set. Samples from these
under represented products are then sent to
human experts for labelling. Each human re-
generated product is cross checked by another
expert. This dataset contains around 3K prod-
uct listings (structured objects).

5 Model Training and Evaluation Metrics

5.1 Training

The 7B SoLM model is trained on 5xAWS P4 in-
stances, each with 8x 40GB A100 GPUs. We run
ablations on a few backbone architectures includ-
ing FLAN-T5 (XL and XXL) (Chung et al., 2022),
MPT-7B (MosaicML, 2023) and Mistral-7B (Jiang
et al., 2023) to find the best pre-trained base model
for the rest of the developments. See Appendix B.

5.2 Evaluation Metrics

The evaluation metrics we use in this paper fit the
multi-facet structured objects (such as JSON data
of e-commerce product listings). The evaluation
metrics are divided into two categories: 1) met-
rics for free-form texts (title, feature bullets, and
description) and 2) metrics for tabular attributes.



Generated Free-form Facets - The free-form
texts are evaluated using subjective and objective
methods. The objective evaluation is formulated by
Rouge scores (Lin, 2004) on the reference texts for
synthetically noised inputs. A more reliable evalu-
ation is the subjective evaluation on the generated
texts given original, real inputs. A text is labeled as
“correct” if it 1) uses fluent language, 2) includes
necessary attributes (e.g. color for shirt), 3) has no
hallucination and false claims, and 4) represents
the product based on the input information.

Generated Tabular Attributes - The aim of the
proposed model is to generate correct, complete,
and normalized objects, we define the two metrics:

• Correctness Rate / Precision: Measures the
number of correctly generated attributes di-
vided by the number of generated attributes

• Completeness Rate / Recall: Measures the
number of generated attributes divided by the
number of required attributes

6 Experiments and Results

6.1 Offline Evaluations
We performed initial experiments to assess the per-
formance of the self-supervised model in compari-
son with a SOTA instruction-tuned LLM (Mixtral-
8x7B-Instruct) with JSON-mode in zero-shot. The
self-supervised model outperforms zero-shot Mix-
tral significantly. For example on title generation,
the self-supervised SoLM outperformed Mixtral
by 40.38 percentage points on Rouge-L F1 Score.
Details are available in Appendix A.

As a proof of concept, Table 1 shows the results
of the self-supervision model on the synthetic task
of improving and regenerating the whole structured
object in one pass after applying a combination of
synthetic noises to all the object’s components.

Table 1: Performance of our self-supervised Structured-
Objects Language Model (Self Supervised SoLM) in
denoising synthetically noised product listings.

Object’s Facet (eval. metric) Noised Inputs Regen. Outputs

Title (Rouge-L F1) 52.09 69.58
Feature Bullets (Rouge-L F1) 64.67 73.36
Description (Rouge-L F1) 54.45 67.66
Tabular Attributes (Accuracy) 82.07 90.32

6.2 Real Test Cases
The real case benchmark consists of a sample of
around 5K product listings randomly sampled from
an e-commerce catalog, with the task of improving

their quality and fixing any issue with the listing.
The original (input) structured objects and the re-
generated ones were all human labeled to measure
the baseline versus the regenerated quality.

Table 2 shows the product listings quality, ver-
sus the quality of regenerated ones by the proposed
model (natively) and by SOTA LLM extensively
prompt-engineered for the task. Claude 3.0 Sonnet
was prompt-engineered for generating the object in
one LLM call (single prompt). We also compare
against an alternative prompting strategy consist-
ing in running multiple independent LLM calls for
each component/attribute of the object, generating
the structured object one piece at a time by execut-
ing the prompt for each attribute separately. This
strategy requires >100 LLM runs per object fol-
lowed by post processing for recomposing the ob-
ject. Due to its high throughput requirement ( 100X
throughput), we could not use Claude 3.0 for this
approach, therefore we used a SOTA self-hosted
open-source LLM, namely Mixtral-8x7B-Instruct.
Note that both prompt-engineering approaches re-
quire product categories and corresponding product
schema to be given as input. This requires run-
ning an upstream product category classification
model and connecting the prompt with a product-
category to product-schema mapping table. The
precision and recall in Table 2 represent the cor-
rectness and completeness scores of the generated
attributes (Sec. 5.2). The title quality is a composite
score of human scores of overall quality, and au-
tomatic quality check of title length and restricted
characters/phrases in the title. The feature bullets
quality is assessed by heuristics rules.

As our SoLM model is trained in 2 stages (self-
supervised training followed by SFT), we report
results for both stages. As reported in Table 2, the
self-supervised model shows high precision (cor-
rectness) for structured attribute generation. Gen-
eral self supervised denoising increases the hallu-
cination rate as the model is trying to fill out the
missing parts as much as possible which drops pre-
cision (correctness). However, in our proposed
targeted denoising, we define specific control vari-
ables in the noising functions (as explained earlier)
to minimize the hallucination, resulting in high
precision/correctness. The SFT model shows sig-
nificant improvement in the free-form facet of title,
which carries a strong element of human preference.

We ran extensive iterations on Claude prompts,
experimenting with multiple prompting approaches



Table 2: Product listing regeneration applied on 5K real
case test. Best in bold, second-best underlined. TQ: title
quality. FBQ: feature bullets quality.

Model Relative Cost Precision Recall TQ FBQ

Input dataset
(baseline) – 85.31 46.69 42.24 55.39

SoLM Self-Supervised 1X (1 run) 83.30 60.20 57.93 98.62
SoLM SFT 1X (1 run) 82.30 65.70 72.99 98.62
Claude 3.0 Sonnet
(single prompt) 6.8X (1 run) 83.90 67.40 66.47 99.67

Mixtral-8x7B-Instruct
(1 run per attribute) 2X (M runs) 81.80 58.4 58.37 76.62

Table 3: Comparison between the different approaches

Model Size Cost Prompt
tokens

Need
schema

Need prod.
category

Nb. of
runs

SoLM (7B) 7B 1X None No No 1
Claude 3.0 Sonnet >100B 7X +2k Yes Yes 1
Mixtral-8x7B-Instruct 8x7B 2X +2k Yes Yes >100

and following the model provider’s best practices.
We worked with expert Claude prompt-engineers
to craft the prompts. The final prompt is a long
prompt (>2000 tokens) explaining all the require-
ments, listing the product category, the correspond-
ing schema for each category, and additional con-
trol instructions. The average performance of the
SoLM SFT model is comparable to the best result-
ing Claude performance while requiring approxi-
mately 7 times less computations without any pre-
processing requirement (product category classifi-
cation, attribute list by product category, etc.).

In another experiment, around 2K product list-
ings with various arbitrary schemas–different from
our dataset schema–were selected to be converted
to our target schema. As shown in Table 4, Claude
performed best, while our model performed closely
without being explicitly trained on this task.

Table 4: Arbitrary schema to target schema conversion
(new product listing generation). Free form texts quality
is reported by Features Bullet Quality, title Relevance,
title Correctness, and title Consistency.

Model Precision Recall FBQ Rel. Corr. Cons.

SoLM (7B) 75.8 44.2 98.2 96.8 75.0 97.0
Claude 3.0 Sonnet 76.1 57.0 98.8 97.3 76.8 98.7
Mixtral-8x7B-Instruct 62.6 57.6 88.0 92.7 64.5 96.5

The last real case experiment involves plain un-
structured blurb text as the only source of input
information. The user provides a short text and/or
image(s) (that can be converted to text by caption-
ing) and the model generates the product listing in
JSON format. We used a real dataset 70 samples
evaluated by human auditors to assess the gener-
ated texts relevancy, correctness, and consistency

like above. See Table 5 for results, that are consis-
tent with the other experiments results.

Table 5: Unstructured blurb to structured object. Our
model is not trained explicitly for this task

Model Relevance Correctness Consistency

SoLM (7B) 99.5 66.0 96.4
Claude 3.0 Sonnet 99.5 71.3 100
Mixtral-8x7B-Instruct 98.4 56.5 97.8

6.3 Online A/B Tests
Structured product data are mostly self-reported
by individual retailers when listing on e-commerce
product websites. Studies have shown that these
self-reported data can be sparse and contain noisy
facts (Cheng et al., 2023). In this paper we use the
proposed LLM to improve the product titles that
is provided by retailers. Specifically given all rele-
vant information provided by retailers when listing
a product, our goal is to enhance the initial retailer
provided product title in a manner in which will
improve our buyers experience in discovering prod-
ucts relevant to their intent. Improving our buyer’s
shopping experience consequently will also mean-
ingfully improve our retailers products exposure.

We use the enhanced title - as output by our
LLM - to run an online A/B test against the ex-
isting retailer provided version in an English Lan-
guage Store over a period of 2 weeks. Evalua-
tion results show that our customers (buyers) pre-
fer the title generated by our LLM compared to
the existing retailer provided version overall. Par-
ticularly the revised titles improved revenue (p-
value=0.059) and increased the total units pur-
chased (p-value=0.034).

7 Conclusion

This paper proposes a new approach to generate
structured objects in a single pass without needing
any prompt nor objects’ schema. The Structured
Object Language Model (SoLM) is trained using a
novel self-supervised training method incorporat-
ing a combination of targeted noising functions to
help create or improve structured objects with com-
plete, correct, and normalized components. The
self-supervised model is further fine-tuned on hu-
man labeled data to improve the quality of the free-
form text components (SoLM SFT).

In future work, we will extend the training stages
by incorporating reinforcement learning from hu-
man feedback (RLHF) and Preference Optimiza-
tion (DPO) to better capture human preference.
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(8×7B parameters). The initial test dataset includes
around 1K high quality product listings (structured
objects) each including title, feature bullets, de-
scription, and a number of tabular attributes. To
prepare the input, we applied diverse noises (that
are also different from the noising functions used
in training) on each component and expected the
LLMs to improve and correct the noisy compo-
nent. For free-form texts we used Rouge scores
to compare the generated texts with the reference
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Figure 3: Zero-shot Mixtral with short prompt versus the self-supervised SoLM-7B for free-form text generation
representing Title, Feature Bullets, and Product Description components of product listings in e-commerce.

texts in the original structured objects. Since the
self-supervised model is specifically trained on the
structured objects, it’s expected to perform better.
Also, the zero-shot Mixtral does not have any infor-
mation about the structured objects schema. Thus,
only the Self Supervised SoLM is able to generate
the list of tabular attributes that are missing in the
structured object.

Fig. 3 shows the Rouge scores of the zero-shot
Mixtral versus SSFT for unstructured text genera-
tion. Table 6 compares the Self-Supervised SoLM
and zero-shot Mixtral models in terms of 1) Rouge-
L-F1 score, 2) subjective evaluation scores, and
3) tabular attributes accuracy. The subjective eval-
uation is conducted by assigning quality scores
(0-100) to 150 generated texts by 2 human evalu-
ators in which the highest scores is given to a text
that is human readable and provides correct infor-
mation about the structured object as explained in
Section 5.2. The tabular attribute accuracy reports
the correctness of the generated attribute values
in comparison with the target attribute values in
the original structured objects using fuzzy string
matching.

Table 6: Initial comparison between the Self-Supervised
Stuructured Object Language Model (SoLM) and zero-
shot, short-prompted Mixtral-7x8B.

Component Generation Eval SoLM-7B Mixtral-8x7B

Title (Rouge-L F1) 73.53 33.15
Feature Bullets (Rouge-L F1) 77.90 30.68
Description (Rouge-L F1) 70.50 18.10

Title (Subjective Score) 90.95 70.68
Feature Bullets (Subjective Score) 91.76 87.03
Description (Subjective Score) 87.03 85.27

Tabular Attributes Accuracy 90.41 NA

B Training Details

The FLAN-T5s are encoder-decoder models while
others are decoder-only models. The current T5 ar-
chitecture does not support existing Flash Attention
algorithms (Dao et al., 2022). Thus, the training
and inference time is expected to be high and the
maximum input length for training must be less
than 1024 tokens (due to memory and time com-
plexity of the original self-attention on our EC2
instances). On the other hand, MPT and Mistral
support Flash Attention which requires less mem-
ory and time and support very long input/output
texts (>8k tokens).

The models greater than 2B parameters cannot
fit on a single GPU with ≤ 40 GB memory for train-
ing of long input/output texts (>1000 tokens). Thus,
all the training codes are implemented by sharding
the model using Pytorch-FSDP (Zhao et al., 2023)
to divide the computations cross multiple GPUs-
Instances. The input/output maximum length were
set to 1000 tokens for FLAN-T5-XL, 600 tokens
for FLAN-T5-XXL and 8000 tokens for MPT and
Mistral. Our catalog dataset including the compo-
nents mentioned above has between 400 to 2500
tokens where make the T5-based models unable
to learn long product listings. However, MPT and
Mistral models can cover all the product listings
(2500 input + 2500 output ≪ 8000) in our training
dataset.
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